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Symbolic agent → RL agent → LLM agent → ?

Motivation/Background

Xufeng Zhao 2

√

×



▪ Large Language Models, Reinforcement Learning, Robotics
● Reinforcement learning (RL) optimize agent behavior to maximize expectations
● Large language models (LLMs) have high capacities to reason universally
● Robots embody the intelligence to our real world

▪ Knowledge from …
• RL

▪ Specified reward
▪ Massive samples (repeated from task to task)

• LLM
▪ Multitask capability (emergent behaviors)
▪ General knowledge represented in natural language
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▪ Motivation

▪ Knowledge learned with RL
• Internally rewarded reinforcement learning
• Multimodal association with unsupervised reinforcement learning

▪ LLM utilization
• Emergent abilities and Fine-tuning
• LLM Prompt Reasoning

▪ LLM Agent
• Structures
• Instances
• Trends

▪ IROS 2023 Related

Outline
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▪ Learn knowledge (mutual correlation of 
states/actions) with RL

• Perception → Increase of knowledge
• Reward is computed with internal 

modules regarding a measure of 
information, e.g. mutual information

• Internally Rewarded Reinforcement 
Learning [1]

[1] Li, Mengdi, Xufeng Zhao, Jae Hee Lee, Cornelius Weber, and Stefan Wermter. "Internally Rewarded Reinforcement 
Learning." ICML 2023, Hawaii.

Active Perception with RL
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Internally Rewarded Reinforcement Learning
(Reinforcement Learning with Reward Model)

Xufeng Zhao 6

Li, Mengdi*, Xufeng Zhao*, Jae Hee Lee, Cornelius Weber, and Stefan Wermter. "Internally Rewarded 
Reinforcement Learning." ICML 2023, Hawaii.



Internally Rewarded Reinforcement Learning
(Reinforcement Learning with Reward Model)

Xufeng Zhao 7
Ouyang, Long, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin, Chong Zhang et al. "Training language models to 
follow instructions with human feedback." Advances in Neural Information Processing Systems 35 (2022): 27730-27744.

Reinforcement Learning from Human 
Feedback (RLHF)



▪ Impact Makes a Sound and Sound Makes an Impact: Sound Guides Representations and Explorations [2]

Xufeng Zhao 8

[2] Zhao, Xufeng, Cornelius Weber, Muhammad Burhan Hafez, and Stefan Wermter. "Impact Makes a Sound and Sound Makes an Impact: Sound Guides 
Representations and Explorations." In 2022 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pp. 2512-2518. IEEE, 2022.

Multimodal association: impact sound + vision

Simulated (impact) sound in 
TDW simulator (unity)
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Statistic → Neural model → Pre-trained language model → LLM
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Emergent Abilities



▪ From pre-trained language models (for specific tasks) to large 
generative language models (for unified, multiple tasks)

• In-context learning (few-, zero-shot prompting) | GPT-3
• Instruction following, Chain-of-Thought reasoning | GPT-3.5
• High quality aligned with human preference | ChatGPT

Emergent abilities in LLMs
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Emergent abilities in LLMs
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Instruction following tuning
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Pre-train → Fine-tune → Prompt reasoning
- Supervised/instru

ction tuning
- RLHF 

(reinforcement 
learning from 
human feedback)

- Full weight tuning
- Partial, e.g. LoRa

- auto-regressive



16

Pre-train → Fine-tune → Prompt reasoning
- Supervised/instru

ction tuning
- RLHF 

(reinforcement 
learning from 
human feedback)

- Full weight tuning
- Partial, e.g. LoRa

- auto-regressive What we care



Fine-tuning

17

Zhao, Wayne Xin, Kun Zhou, Junyi Li, Tianyi 
Tang, Xiaolei Wang, Yupeng Hou, Yingqian Min et 
al. "A survey of large language models." arXiv 
preprint arXiv:2303.18223 (2023).

Fine-tuning
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Prompt Reasoning

▪ Best practice in prompting

▪ Our practice 
• To boost eXplainable Reinforcement Learning (XRL)
• To improve Chain-of-Thought prompting logical principles

19



▪ LLM Reasoning practice
• Expected merits (to be)

▪ Helpful
▪ Harmless
▪ Honesty/non-hallucination

• Helpful vs. harmless tradeoff
▪ E.g. ask to build a bomb

• Chain-of-Thought 
Prompting [4] to increase 
performance / reduce 
hallucination

Xufeng Zhao 20

[3] Ahn, Michael, Anthony Brohan, Noah Brown, Yevgen Chebotar, Omar Cortes, Byron David, Chelsea Finn et al. "Do as i can, not as i say: Grounding language in robotic affordances." arXiv preprint 
arXiv:2204.01691 (2022).
[4] Wei, Jason, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Fei Xia, Ed Chi, Quoc V. Le, and Denny Zhou. "Chain-of-thought prompting elicits reasoning in large language models." Advances in Neural 
Information Processing Systems 35 (2022): 24824-24837.

“Grandma exploit”



Best LLM prompting practice

▪ Relevance. E.g. filter out irrelevant context in prompts

▪ Diversity. E.g. ensemble-based method / majority voting

▪ Decomposition. E.g. decompose complex tasks in a tree of simple 
ones; tree-of-thoughts searching

▪ Grounding. E.g. grounding LLMs in robotics (say-can [3]), tool 
utilization

▪ Revision. E.g. repeatedly revise draft for a better writing (conditional 
generation); revise incorrect statements for better reasoning

21



Best LLM prompting practice

▪ Relevance. E.g. filter out irrelevant context in prompts

22

Creswell, Antonia, Murray Shanahan, and Irina Higgins. "Selection-inference: Exploiting large language 
models for interpretable logical reasoning." arXiv preprint arXiv:2205.09712 (2022).

Ling, Zhan, Yunhao Fang, Xuanlin Li, Zhiao 
Huang, Mingu Lee, Roland Memisevic, and Hao 
Su. "Deductive Verification of Chain-of-Thought 
Reasoning." arXiv preprint arXiv:2306.03872 
(2023).



Best LLM prompting practice

▪ Diversity. E.g. ensemble-based method / majority voting

23

Li, Yifei, Zeqi Lin, Shizhuo Zhang, Qiang Fu, Bei Chen, Jian-Guang Lou, and Weizhu Chen. "Making 
language models better reasoners with step-aware verifier." In Proceedings of the 61st Annual Meeting of the 
Association for Computational Linguistics (Volume 1: Long Papers), pp. 5315-5333. 2023.



Best LLM prompting practice

▪ Decomposition. E.g. decompose complex tasks in a tree of simple 
ones; tree-of-thoughts searching

24

Yao, Shunyu, Dian Yu, Jeffrey Zhao, Izhak Shafran, Thomas L. Griffiths, Yuan Cao, and Karthik Narasimhan. 
"Tree of thoughts: Deliberate problem solving with large language models." arXiv preprint arXiv:2305.10601 
(2023).



25

Wang, Lei, Chen Ma, Xueyang Feng, Zeyu Zhang, Hao Yang, Jingsen Zhang, Zhiyuan Chen et al. "A survey on large language model 
based autonomous agents." arXiv preprint arXiv:2308.11432 (2023).

Comparison



Best LLM prompting practice

▪ Grounding. E.g. grounding LLMs in robotics (say-can), tool utilization

26

Ahn, Michael, Anthony Brohan, Noah Brown, Yevgen Chebotar, Omar Cortes, Byron David, Chelsea Finn et al. "Do 
as i can, not as i say: Grounding language in robotic affordances." arXiv preprint arXiv:2204.01691 (2022).

Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, 
Yiwen Ding, Boyang Hong, Ming Zhang et al. "The 
rise and potential of large language model based 
agents: A survey." arXiv preprint arXiv:2309.07864 
(2023).



Best LLM prompting practice

▪ Revision. E.g. repeatedly revise draft for a better writing (conditional 
generation); revise incorrect statements for better reasoning

27

Madaan, Aman, Niket Tandon, Prakhar Gupta, Skyler Hallinan, Luyu Gao, Sarah Wiegreffe, Uri Alon et al. "Self-refine: Iterative 
refinement with self-feedback." arXiv preprint arXiv:2303.17651 (2023).



Examples

28

Zhao, Wayne Xin, Kun Zhou, Junyi Li, Tianyi 
Tang, Xiaolei Wang, Yupeng Hou, Yingqian Min et 
al. "A survey of large language models." arXiv 
preprint arXiv:2303.18223 (2023).



LLM for Explainable RL
▪ Application: post-hoc explanation of RL behavior

29

Lu, Wenhao, Xufeng Zhao, Sven Magg, Martin Gromniak, and Stefan Wermter. "A Closer Look at 
Reward Decomposition for High-Level Robotic Explanations." IEEE ICDL 2023, Nov.



▪ Research exploration example: 
Enhancing Zero-Shot Chain-of-Thought 
Reasoning in Large Language Models 
through Logic [5]

• Few-, Zero-shot CoT prompting
▪ Few-shot: with examples in the prompt (in [4])
▪ Zero-shot: “Let’s think step by step” [6]

• to expand further the zero-shot reasoning ability
of LLMs, which not only lets an LLM think step by step 
but also verify, step by step, according to the
guidance via the principle of Reductio ad Absurdum, 
and revise the reasoning chain if necessary
to guarantee a sound inference

Xufeng Zhao 30

[5] Zhao, Xufeng, Mengdi Li, Wenhao Lu, Cornelius Weber, Jae Hee Lee, Kun Chu, and Stefan Wermter. "Enhancing Zero-Shot Chain-of-Thought Reasoning in Large 
Language Models through Logic." arXiv preprint arXiv:2309.13339 (2023).
[6] Kojima, Takeshi, Shixiang Shane Gu, Machel Reid, Yutaka Matsuo, and Yusuke Iwasawa. "Large language models are zero-shot reasoners." Advances in neural 
information processing systems 35 (2022): 22199-22213.

“If Tom plays football outside, then John will also join to 
play; if John plays football, then Mary won’t go outside. 
Known Mary is outside. Is Tom playing football?”



▪ Reductio ad Absurdum

31

▪ Reductio ad Absurdum on Chain-of-Thought



▪ LogiChain (Logical Chain-of-Thought)

32



▪ LogiChain experiments on language tasks

33



▪ Motivation

▪ Knowledge learned with RL
• Internally rewarded reinforcement learning
• Multimodal association with unsupervised reinforcement learning

▪ LLM utilization
• Emergent abilities and Fine-tuning
• LLM Prompt Reasoning

▪ LLM Agent
• Structures
• Instances
• Trends

▪ IROS 2023 Related

Outline
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LLM-based Agent

35

https://github.com/aiwaves-cn/agents

https://github.com/OpenBMB/AgentVerse

Wang, Lei, Chen Ma, Xueyang Feng, Zeyu Zhang, Hao Yang, Jingsen Zhang, Zhiyuan Chen et al. "A survey on 
large language model based autonomous agents." arXiv preprint arXiv:2308.11432 (2023).

Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).

(multi-agents)



LLM agent architecture

36Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).

- LangChain
- Llama-index

https://github.com/langchain-ai/langchain
https://github.com/run-llama/llama_index


Tools

- APIs
- Modular models
- …

37



Tools

- Description
- Self-thinking

38LangChain code example of using tools



Tools

- Description
- Self-thinking

39



Memory

- Short-term memory: in prompts
- Long-term memory:

-  Embeddings 
- Indexing
- retrieval

40

Block ~= cube
Hotdog != dog
Hot cat ~= cat

Semantic similarity



Memory

- Short-term memory: in prompts
- Long-term memory:

-  Embeddings 
- Indexing
- retrieval

- Database
- Other structured format

41Llama-index with local data

Block ~= cube
Hotdog != dog
Hot cat ~= cat

Semantic similarity



▪ Motivation

▪ Knowledge learned with RL
• Internally rewarded reinforcement learning
• Multimodal association with unsupervised reinforcement learning

▪ LLM utilization
• Emergent abilities and Fine-tuning
• LLM Prompt Reasoning

▪ LLM Agent
• Structures
• Instances
• Trends

▪ IROS 2023 Related

Outline
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Instances
(single, multi-, human-in-the-loop agent)

43



44

Xi, Zhiheng, Wenxiang Chen, Xin Guo, 
Wei He, Yiwen Ding, Boyang Hong, Ming 
Zhang et al. "The rise and potential of 
large language model based agents: A 
survey." arXiv preprint arXiv:2309.07864 
(2023).



Single Agent

45Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).



Single Agent

46Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).



Say-Can
(kitchen)

47

https://say-can.github.io/


Say-Can

48

https://say-can.github.io/


Say-Can

49

https://say-can.github.io/


▪ Active Perception with LLMs

Matcha-agent

Xufeng Zhao 50

[3] Zhao, Xufeng, Mengdi Li, Cornelius Weber, Muhammad Burhan Hafez, and Stefan Wermter. "Chat with the environment: Interactive multimodal perception using 
large language models."  IEEE IROS 2023, Detroit, USA.

https://youtu.be/rMMeMTWmT0k

https://matcha-agent.github.io/
https://docs.google.com/file/d/1swYVGgLT2GoT8TfJBvp9QvYPq0xttbHX/preview
https://youtu.be/rMMeMTWmT0k
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[3] Zhao, Xufeng, Mengdi Li, Cornelius Weber, Muhammad Burhan Hafez, and Stefan Wermter. "Chat with the environment: Interactive multimodal perception using 
large language models."  IEEE IROS 2023, Detroit, USA.



52

Ding, Yan, Xiaohan Zhang, Chris Paxton, and Shiqi Zhang. "Task and motion planning with large language models for object 
rearrangement." arXiv preprint arXiv:2303.06247 (2023). IROS 2023.

LLM-GROP (object arrangement)

https://sites.google.com/view/llm-grop


TidyBot

53Wu, Jimmy, Rika Antonova, Adam Kan, Marion Lepert, Andy Zeng, Shuran Song, Jeannette Bohg, Szymon Rusinkiewicz, and Thomas Funkhouser. "Tidybot: 
Personalized robot assistance with large language models." arXiv preprint arXiv:2305.05658 (2023).

https://tidybot.cs.princeton.edu/


- Chat with NeRF: Grounding 3D Objects in Neural Radiance Field through 
Dialog

https://chat-with-nerf.github.io/
https://chat-with-nerf.github.io/
http://www.youtube.com/watch?v=eO-Vaf-1R1s


- L3MVN: Leveraging Large Language Models for Visual Target Navigation
- Utilizing common sense in LLMs



Single Agent

56Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).



Voyager: An Open-Ended Embodied Agent with Large Language Models

57

Wang, Guanzhi, Yuqi Xie, Yunfan Jiang, Ajay Mandlekar, Chaowei Xiao, Yuke Zhu, Linxi Fan, and Anima Anandkumar. "Voyager: An open-ended 
embodied agent with large language models." arXiv preprint arXiv:2305.16291 (2023).



Voyager: An Open-Ended Embodied Agent with Large Language Models

58

Wang, Guanzhi, Yuqi Xie, Yunfan Jiang, Ajay Mandlekar, Chaowei Xiao, Yuke Zhu, Linxi Fan, and Anima Anandkumar. "Voyager: An open-ended 
embodied agent with large language models." arXiv preprint arXiv:2305.16291 (2023).

Code as action



Agent-Agent

59Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).



Generative Agents: Interactive Simulacra of Human Behavior

60

Park, Joon Sung, Joseph C. O'Brien, Carrie J. Cai, Meredith Ringel Morris, Percy Liang, and Michael S. Bernstein. "Generative agents: Interactive 
simulacra of human behavior." arXiv preprint arXiv:2304.03442 (2023).

Multi-agent social 
events

- Prompt
- AI character
- Log memory



Human-Agent

61Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).



Human-Agent

62Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).

Interactive instructing



63
Ren, Allen Z., Anushri Dixit, Alexandra Bodrova, Sumeet Singh, Stephen Tu, Noah Brown, Peng Xu et al. "Robots that ask for help: 
Uncertainty alignment for large language model planners." arXiv preprint arXiv:2307.01928 (2023). CoRL 2023.

Know-No



64Xi, Zhiheng, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang et al. "The rise and 
potential of large language model based agents: A survey." arXiv preprint arXiv:2309.07864 (2023).

Multiple characterized agents “inside” for strategies
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Limited by the representability of natural language

66



Generalist agent (unified)

67

Reed, Scott, Konrad Zolna, Emilio Parisotto, Sergio Gomez 
Colmenarejo, Alexander Novikov, Gabriel Barth-Maron, Mai Gimenez 
et al. "A generalist agent." arXiv preprint arXiv:2205.06175 (2022).

Brohan, Anthony, Noah Brown, Justice Carbajal, Yevgen Chebotar, Joseph Dabis, 
Chelsea Finn, Keerthana Gopalakrishnan et al. "Rt-1: Robotics transformer for 
real-world control at scale." arXiv preprint arXiv:2212.06817 (2022).

Brohan, Anthony, Noah Brown, Justice Carbajal, 
Yevgen Chebotar, Xi Chen, Krzysztof 
Choromanski, Tianli Ding et al. "Rt-2: 
Vision-language-action models transfer web 
knowledge to robotic control." arXiv preprint 
arXiv:2307.15818 (2023).



LLM Guided Agent (LLM+RL)

▪ LLM + RL: knowledge → reward

68

LLM → reward → RL
High level knowledge → bridge → low level control



LLM Guided Agent (LLM+RL)
▪ LLM + RL: knowledge → reward

• Rewards 
• …

69

Kun Chu, Xufeng Zhao, Cornelius Weber, Mengdi Li, and Stefan Wermter
In CoRL 2023 Workshop (oral), Nov 2023, https://arxiv.org/abs/2311.02379



LLM Guided Agent (LLM+RL)
▪ LLM + RL: knowledge → reward

• Rewards
• Reward function
• …

70

Ma, Yecheng Jason, William Liang, Guanzhi Wang, De-An 
Huang, Osbert Bastani, Dinesh Jayaraman, Yuke Zhu, Linxi 
Fan, and Anima Anandkumar. "Eureka: Human-Level Reward 
Design via Coding Large Language Models." arXiv preprint 
arXiv:2310.12931 (2023).Kun Chu, Xufeng Zhao, Cornelius Weber, Mengdi Li, and Stefan Wermter

In CoRL 2023 Workshop (oral), Nov 2023, https://arxiv.org/abs/2311.02379
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Detroit
Oct 1-5

IROS 2023
(May related)



Keynote talk 1: Towards more inclusive rehabilitation robots

Michelle Johnson, University of Pennsylvania, USA

Book

http://www.youtube.com/watch?v=5UBTpKV9U2g
http://www.youtube.com/watch?v=5UBTpKV9U2g
https://www.booktopia.com.au/rehabilitation-robots-for-neurorehabilitation-in-high-low-and-middle-income-countries-johnson/book/9780323919319.html


Keynote 2: From humanoids to exoskeletons: assisting and 
collaborating with humans

Serena Ivaldi



Telemanipulation with human intention 
prediction

Collecting data for exoskeleton development



IROS2023

Official

http://www.youtube.com/watch?v=-cfIm06tcfA
https://docs.google.com/file/d/1GPmvxbLjjeFTXhAuX1i2QWe-9niW9eZU/preview


- Training in 
Isaac Gym



May related

- Rehabilitation 1

78



May related

- Rehabilitation 2

79



University of Michigan Ford Robotics Building Tour



Exoskeleton

- Jump
- Walk

https://docs.google.com/file/d/1EyAgzQgz6fbFl2Kaiy6OYnZjL2Pfr6cw/preview


- Artificial limb - Facility to test balance



Thank you for your attention.
Any question?

Xufeng Zhao
https://xf-zhao.github.io/

The End

https://xf-zhao.github.io/

